A decision model for programming language ecosystem selection: Seven industry case studies
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Abstract
Context: Software development is a continuous decision-making process that mainly relies on the software engineer’s experience and intuition. One of the essential decisions in the early stages of the process is selecting the best fitting programming language ecosystem based on the project requirements. A significant number of criteria, such as developer availability and consistent documentation, in addition to the number of available options in the market, lead to a challenging decision-making process. As the selection of programming language ecosystems depends on the application to be developed and its environment, a decision model is required to analyze the selection problem using systematic identification and evaluation of potential alternatives for a development project.

Method: Recently, we introduced a framework to build decision models for technology selection problems in software production. Furthermore, we designed and implemented a decision support system that uses such decision models to support software engineers with their decision-making problems. This study presents a decision model based on the framework for the programming language ecosystem selection problem.

Results: The decision model has been evaluated through seven real-world case studies at seven software development companies. The case study participants declared that the approach provides significantly more insight into the programming language ecosystem selection process and decreases the decision-making process’s time and cost.

Conclusion: With the decision model, software engineers can more rapidly evaluate and select programming language ecosystems. Having the knowledge in the decision model readily available supports software engineers in making more efficient and effective decisions that meet their requirements and priorities. Furthermore, such reusable knowledge can be employed by other researchers to develop new concepts and solutions for future challenges.

1. Introduction

Software engineers make a sequence of design decisions while developing a software product [1]. Each design decision can be analyzed as an episode of complex problem solving [2] that relies on a substantial amount of knowledge and rationale. Design decisions in the software development lifecycle are significantly constrained by former decisions and lead to additional constraints on future decisions [3]. Making informed design decisions in different phases of the software development lifecycle has critical impacts on the success of a software product.

Over the last decades, thousands of programming languages belonging to several programming paradigms have been introduced. Despite the significant number of programming languages, only a few fundamental programming concepts and languages have survived for more than ten years [4]. Some languages have grown into extensive software ecosystems [5], while others have failed to grow beyond their niche or disappeared altogether [6].

No unique programming language is the best option for all potential scenarios. Judging the suitability of a programming language for a software product, as an application or a customized component, is a non-trivial task. For instance, a purely functional language like Haskell is the best fit for writing parallel programs that can, in principle, efficiently exploit huge parallel machines working on large data sets [7]. However, while developing a dynamic website, a software engineer...
might consider ASP.net as the best alternative, and others might prefer using PHP or a similar scripting language. It is interesting to highlight that successful projects have been built with both: StackOverflow is built-in ASP.net, whereas Wikipedia is built-in PHP. Furthermore, a software engineer might prefer particular criteria, such as scalability in enterprise applications, whereas other criteria, such as technology maturity level, might have lower priorities.

Selecting and employing multiple programming languages in one development project is quite common [8]. For example, a software engineer might code the back-end of a website using PHP or C# and then use the combination of HTML, CSS, and JavaScript to design layouts and styles of the front-end. Furthermore, leading popular software available in the market are developed in multiple languages. For example, some essential components of the Linux operating system are designed and implemented in C; however, the majority of its utilities and applications are built-in C++, Perl, and Python. Comparably, OpenCV, an open-source computer vision and machine learning software library, is developed utilizing an assemblage of programming languages such as C++, C, Python, Java, and JavaScript.

Acquiring and expanding knowledge about programming languages is a highly complex process, as significant numbers of criteria and alternatives exist in the market [9]. Various factors need to be taken into account, of which not all are obvious. Simultaneously, the choice of programming languages can have repercussions on the implementation cost, quality of the result, and maintenance cost of the application [10]. Some of these consequences may not be felt for years after the initial programming language choice decision has been made.

Each programming language has different characteristics, communities, and ecosystems that should be considered. The selection process is mainly based on surrounding ecosystems and communities. Third-party libraries play an essential role as many software applications are built by gluing together plenty of existing libraries in the market, so such libraries increase language growth. Additionally, communities generate wikis, forums, and tutorials to improve the learnability and understandability of languages.

Nowadays, the development of software products, systems, and services typically results in complex decision models and decision-making processes [11]. Selecting the best fitting programming language ecosystem(s) for a software project can be modeled as a multi-criteria decision-making (MCDM) problem that deals with the evaluation of a set of alternatives and takes into account a set of decision criteria [12] (e.g., features of the programming language ecosystems). In this study, we focus on programming language ecosystems, and for the sake of brevity, we use programming languages to refer to them.

Recently, we developed a theoretical framework [13] to assist software engineers with a set of MCDM problems in software production. The framework provides a guideline for software engineers to systematically capture knowledge from different knowledge sources to build decision models for MCDM problems in software production. Knowledge has to be collected and organized when it is needed to be employed. The framework and a Decision Support System (DSS) [14,15] were introduced in our previous studies for building MCDM decision models in software production [13,16–19].

The DSS is a platform1 for capturing MCDM decision models based on the framework. Decision models can be uploaded to the DSS’s knowledge base to facilitate software-producing organizations’ decision-making process according to their requirements and preferences. The DSS provides a discussion and negotiation platform to enable decision-makers at software-producing organizations to make group decisions. Furthermore, the DSS can be used over the entire lifecycle and evolve its advice based on evolving requirements. A broad study has been carried out based on qualitative and quantitative research to evaluate the efficiency and effectiveness of the DSS and the decision models inside its knowledge base to support software engineers with their decision-making process in software production.

Knowledge about programming languages is scattered among a wide range of literature, documentation, and software engineers’ experience. This study’s main motive is to build a decision model to capture knowledge about programming languages and concepts systematically and make it available in a reusable and extendable format. Accordingly, we have followed our framework [13] to build such a decision model for the programming language selection problem.

The rest of this study is outlined as follows: Section 2 describes our research method, which is based on design science and exploratory theory-testing case studies. This study has the following contributions:

- Section 3 explains the integration of the captured tacit knowledge of software engineers through interviews and the explicit knowledge that is scattered in an extensive list of websites, articles, and reports. Acquired knowledge is presented in the form of reusable knowledge that software engineers in their decision-making process can use.
- Section 4 describes seven conducted case studies, performed in the Netherlands and Iran, to evaluate the effectiveness and usefulness of the decision model.
- Section 5 analyzes the results of the DSS and compares them with the case study participants’ ranked shortlists of feasible programming languages. The results show that the DSS recommended nearly the same solutions as the case study participants suggested to their companies after extensive analysis and discussions and do so more efficiently.

Section 6 highlights barriers to the knowledge acquisition and decision-making process, such as motivational and cognitive biases, and argues how we have minimized these threats to the validity of the results. Section 7 positions the proposed approach in this study among the other programming language selection techniques in the literature. Finally, Section 8 summarizes the proposed approach, defends its novelty, and offers directions for future studies.

2. Research method

Research methods are classified based on their data collection techniques (interview, observation, literature, etc.), inference techniques (taxonomy, protocol analysis, statistics, etc.), research purpose (evaluation, exploration, description, etc.), units of analysis (individuals, groups, process, etc.), and so forth [20]. Multiple research methods can be combined to achieve a fuller picture and a more in-depth understanding of the studied phenomenon by connecting complementary findings that conclude from the methods from the different methodological traditions of qualitative and quantitative investigation [21].

Knowledge acquisition is the process of capturing, structuring, and organizing knowledge from multiple sources [22]. Human experts, discussions, internal meetings, case studies, literature studies, or other research methods are the primary sources of knowledge. The rest of this section outlines the research questions and elaborates on a mixed research method based on design science research, expert interviews, documentation analysis, and case study research to capture knowledge regarding the programming languages, to answer the research questions, and to build a decision model for the programming language selection problem.

2.1. Research questions

We formulated the following research questions, each one with the goal of capturing the knowledge required for creating a decision model for programming language selection [13]:

1. https://www.linux.com/
2. https://opencv.org/opencv-4.0/
3. The decision studio is available online on the DSS website: https://dss-mcdm.com.
2.2. Design science

Design Science is an iterative process [23], has its roots in engineering [24], is broadly considered a problem-solving process [25], and attempts to produce generalizable knowledge about design processes and design decisions. Similar to a theory, the design process is a set of hypotheses that can eventually be proven only by creating the artifact it describes [26]. However, a design’s feasibility can be supported by a scientific theory to the extent that the design comprises principles of the theory.

Recently, we designed a framework [13] and implemented a DSS [14,15] for supporting software engineers (decision-makers) with their MCDM problems in software production. Knowledge engineering theories have been employed to design and implement the DSS and the framework. The framework provides a guideline for decision-makers to build decision models for MCDM problems in software production following the six-step of the decision-making process [27]: (1) identifying the objective, (2) selection of the features, (3) selection of the alternatives, (4) selection of the weighing method, (5) applying the method of aggregation, and (6) decision-making based on the aggregation results.

In this study, we applied the framework to build a decision model for the programming language selection problem. The research approach for creating the decision model is Design Science, which addresses research through the building and evaluation of artifacts to meet identified business needs [24]. We carried out seven industry case studies in the context of seven software development companies to evaluate the decision model.

2.3. Expert interviews

The primary source of knowledge to build a valid decision model for this work is domain experts. We followed Myers and Newman guidelines [28] to conduct a series of qualitative semi-structured interviews with senior software engineers to explore expert knowledge regarding the programming language selection problem. We developed a role description before contacting potential experts to ensure the right target group. We contacted the experts through email using the role description and information about our research topic. The experts were pragmatically and conveniently selected according to their expertise and experience mentioned on their LinkedIn profile. We considered a set of expert evaluation criteria (including Years of experience, Expertise, Skills, Education, and Level of expertise) to select the experts.

Each of the interviews followed a semi-structured interview protocol (see Appendix) and lasted between 60 and 90 min. We used open questions to elicit as much information as possible from the experts minimizing prior bias. All interviews were done in person, recorded with the interviewees’ permission, and then coded for further analysis.

Fifteen experts (fourteen senior software engineers and one business consultant) participated in this research to answer the research questions and build a decision model for the programming language selection problem. Acquired knowledge during each interview is typically propagated to the next to validate the captured knowledge incrementally. Finally, the findings were sent to the interview participants afterward for final confirmation. Note, for the validity of the results, the research’s data collection phases were not affected by the case study participants; moreover, none of the researchers were involved in the case studies.

2.4. Documentation analysis

Document analysis is one of the analytical methods in qualitative research that requires data investigation and interpretation to elicit meaning, gain understanding, and develop empirical knowledge [29]. To build a decision model for the programming language selection problem, we reviewed web pages, whitepapers, scientific articles, fact sheets, technical reports, product wikis, product forums, product videos, and webinars to collect data. Accordingly, we reviewed 489 unique resources (including webpages, whitepapers, and scientific articles) to map the programming language features to the programming language.

A structured coding procedure is employed to extract knowledge from the selected sources of knowledge. Structured coding captures a conceptual area of the research interest [30]. The extracted knowledge has been classified into five categories: quality attributes, programming languages, programming language features, impacts of the programming language features on the quality attributes, and supportability of the programming language features by the programming languages. Afterward, the extracted knowledge was employed to build a decision model for the programming language selection problem. Then, the decision model was uploaded to the knowledge base of the DSS.

2.5. Case study

Case study research is an empirical research method [31] that investigates a phenomenon within a particular context in the domain of interest [32]. Case studies can describe, explain, and evaluate a hypothesis. A case study can be employed to collect data regarding a particular phenomenon, apply a tool, and evaluate its efficiency and effectiveness using interviews. Note, we followed the guidelines outlined by Yin [33] to conduct and plan the case studies.

Objective: Building a valid decision model for the programming language selection problem was the main goal of this research.

The cases: The analysis units were seven industry case studies, performed in the Netherlands and Iran, in the context of seven software development.

Methods: We conducted multiple expert interviews with the case study participants to collect data and identify their requirements and preferences regarding the programming language selection problem.

Selection strategy: In this study, we selected multiple case study [33] to analyze the data both within each situation and across situations, to more extensive exploring the research questions and theoretical evolution, and to create a more convincing theory.

Theory: The proposed decision model is a valid reference model to support software engineers with the programming language selection problem.

Protocol: To conduct the case studies and evaluate the proposed decision model, we followed the following protocol:

Step 1. Requirements elicitation: The participants defined their programming language feature requirements and prioritized them based on the MoSCoW prioritization technique [34]. Furthermore, they identified a set of programming languages as potential solutions for their software projects.

Step 2. Results and recommendations: We defined seven separate cases on the DSS portal according to the case studies’ requirements and priorities. Next, the DSS suggested a set of feasible solutions per case individually. Then, the outcomes were discussed with the case study participants.

Step 3. Analysis: We compared the DSS feasible solutions with the experts’ solutions at the case study companies had suggested. Moreover, we analyzed the outcomes and our observations and then reported them to the case study participants.
3. Multi-criteria decision-making for programming language selection

Decision theories are widely applied in many disciplines, such as e-learning [35] and software production [36–38]. In literature, decision-making is typically defined as a process or a set of ordered activities concerning stages of problem identifying, data collection, defining alternatives, selecting a shortlist of alternatives as feasible solutions with the ranked preferences [39–44].

In the software production domain, software producing organizations need to decide whether to use their internal development resources (in-house), buying commercial off-the-shelf components, do subcontracting (outsourcing), or whether to use open-source software [11]. A decision problem in software production is not addressed in the same way by all software engineers. Each software engineer has her priorities, tacit knowledge, and decision-making policy [45]; consequently, one software engineer’s judgment is expected to differ. Addressing such issues in building decision models in software production forms the focal point of interest in multiple-criteria decision-making (MCDM).

MCDM is both an approach and a set of techniques to provide an overall ranking of alternative solutions, from the most preferred to the least preferred solution [46]. Alternative solutions may differ in how they achieve several objectives, and no one alternative solution will be best in achieving all objectives. Besides, some conflict or trade-off is usually evident amongst the objectives; alternative solutions that are more beneficial are usually more costly. Costs and benefits typically conflict, but so can short-term benefits compared to long-term ones, and risks may be higher for the otherwise more beneficial options.

MCDM problems consist of a finite set of alternative solutions, explicitly known at the beginning of the solution process [47]. In multi-criteria design problems (multiple objective mathematical programming problems), alternative solutions are unknown. An alternative solution can be found by solving a mathematical decision model. Typically, the number of alternatives is either infinite or not countable when variables are continuous or very large if countable when variables are discreet. However, both kinds of problems are considered sub-classes of MCDM problems.

Each decision-making problem in software production can be modeled as an MCDM problem that deals with evaluating a set of alternatives and considering a set of decision criteria [13,16–19]. The challenge consists of evaluating and selecting the most suitable alternatives for software engineers (decision-makers) according to their priorities, tacit knowledge, and decision-making policy [45]; consequently, one software engineer’s judgment is expected to differ. Addressing such issues in building decision models in software production forms the focal point of interest in multiple-criteria decision-making (MCDM).

MCDM is both an approach and a set of techniques to provide an overall ranking of alternative solutions, from the most preferred to the least preferred solution [46]. Alternative solutions may differ in how they achieve several objectives, and no one alternative solution will be best in achieving all objectives. Besides, some conflict or trade-off is usually evident amongst the objectives; alternative solutions that are more beneficial are usually more costly. Costs and benefits typically

---

4 The decision models and modeling studio are available on the DSS website: https://dss-mcdm.com.
Table 1
Shows the programming languages that were mentioned on at least three sources of knowledge, including experts and well-known websites. This list has been considered as the programming language alternatives in the decision model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Python</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>C++</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Java</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>JavaScript</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ruby</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Swift</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PHP</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HTML/CSS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Objective-C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Python</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>C++</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Java</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>JavaScript</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ruby</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Swift</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PHP</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HTML/CSS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Objective-C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Python</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>C++</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Java</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>JavaScript</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ruby</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Swift</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PHP</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HTML/CSS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Objective-C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Python</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>C++</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Java</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>JavaScript</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Ruby</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Swift</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>PHP</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HTML/CSS</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Objective-C</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

3.1. Programming language alternatives (RQ1)

This study only focuses on programming languages used in computer programming to develop software-intensive applications or implement algorithms. Accordingly, we are not interested in domain-specific programming languages such as Arduino, DOT, or CFML.

To answer the first research question, we identified a set of alternatives, including 594 programming languages, based on a variety of programming language websites and related forums as our initial hypothesis. Next, we reviewed the published surveys and reports from well-known knowledge bases, including GitHub [75], StackOverflow [78], Language Migration [76], Hired.com [77], Infoq.com [83], Codingame.com [79], Jetbrains.com [86], TIOBE Index [90], PYPL [84], Hackernoon [80], Coding infinite [89], Statista [82], Stackify [81], Dzone [88], Redmonk [85], and IEEE [87]. Afterward, we conducted a set of expert interviews with twelve experts to gain more insight into the popular and applicable programming languages and to evaluate our findings. It is interesting to highlight that most of the domain experts were familiar with a limited number of the list’s

---

5 Arduino is mainly used to program micro-controllers.
6 DOT is a development tool that is optimized for the processing of graph-structured data.
7 The ColdFusion Markup Language (CFML) is a set of tags used in ColdFusion pages to interact with data sources, manipulate data, and display output.
programming languages (See the twelve Domain Experts’ columns on Table 1). To prevent potential biases, we only considered the programming languages mentioned on at least three resources. Finally, we analyzed the data and ended with 47 alternative programming languages mentioned on at least three resources. Table 1 shows the complete list of the programming languages that we have selected in the decision model.

3.2. Programming language features (RQ₁)

Domain experts were the primary source of knowledge to identify the right set of programming language features, even though documentation and literature study of programming languages can be employed to develop an initial hypothesis about the programming language feature set. Each programming language feature has a data type, such as Boolean and non-Boolean. For example, the data types of programming language features, such as the popularity in the market and supportability of Object-oriented programming, can be considered as non-Boolean and Boolean, respectively.

The initial set of programming language features was extracted from online documentation of programming languages. Then, a list of essential programming language features was identified during twelve domain expert interviews. Finally, 94 Boolean and 13 non-Boolean programming language features⁸ were identified and confirmed by the domain experts.

3.3. Software quality attributes (RQ₂)

Quality attributes are characteristics of a software product that are intrinsically non-functional. One of the primary concerns of software engineers in the implementation phase of a software product is to satisfy the quality requirements. In other words, the quality of a system is the degree to which the system meets its requirements (functionality, performance, security, maintainability, etc.). It is necessary to find quality attributes widely recommended by other researchers to measure the system’s characteristics.

The literature study results confirmed that researchers do not agree upon a set of standard criteria, including quality attributes and features, to evaluate the programming languages (See Table 6). Additionally, we realized that the suggested criteria were mainly applied to specific domains to address different research questions. Thus, a set of generic and domain-independent criteria is required to assess programming languages.

The ISO/IEC 25010 [50] provides best practice recommendations on the foundation of a quality evaluation model. The quality model determines which quality characteristics should be taken into account when evaluating a software product’s properties. A set of quality attributes should be defined in the decision model [13]. In this study, we employed the ISO/IEC 25010 standard [50] and extended ISO/IEC 9126 standard [51] as two domain-independent quality models to analyze programming language features based on their impact on quality attributes of programming languages. The key rationale behind using these software quality models is that they are a standardized way of measuring a software product. Moreover, they describe how easily and reliably a software product can be used.

The last four columns of Table 6 show the results of our analysis regarding the common criteria and alternatives of this study with the selected publications. Let us define the coverage of the i-th selected study as follows: Coverage, = CQi + CFi Ci × 100 where CQi and CFi denote the numbers of common quality attributes (column #CQ) and features (column #CF) of the i-th selected study with this study, respectively. Furthermore, Ci signifies its number of suggested criteria. The last column (Cov.) of Table 6 indicates the percentage of the coverage of the considered criteria within the selected studies. On average, 80% of those criteria are already considered in this study.

3.4. Impacts of the programming language features on the software quality attributes (RQ₃)

The mapping between the sets software quality attributes and programming language features has been determined based on domain experts’ knowledge. Three domain experts participated in this phase of the research to map the programming language features (Features) to the quality attributes (Qualities) based on a Boolean adjacency matrix (Qualities × Features → Boolean). For instance, support threading as a programming language feature influences the Time behavior quality attribute. The experts believed that about 68% percent of the programming language features have impacts on the following quality aspects of the programming languages:

- **Usability** defines the degree to which a programming language can be used to achieve specified goals with effectiveness, efficiency, and satisfaction in a specified context of use. Moreover, it embraces quality attributes such as Learnability, Operability, User error protection.
- **Cost** denotes the amount of money that a company spends on implementing a software product using a programming language. It includes quality attributes such as Implementation Cost, Platform Cost, and Licensing Costs.
- **Product** defines a set of quality attributes regarding the state or fact of exclusive rights and control over the property. For instance, Stability, Ownership, and Guarantees are part of this characteristic.
- **Supplier** includes a set of quality attributes such as Reputation and Support of the programming languages.
- **Maintainability** is the degree to which a programming language can be effectively and efficiently modified without introducing defects or degrading existing product quality. It can be supported by a programming paradigm, such as object-oriented programming, that encourages Modularity, Reusability, Analyzability, Modifiability, and Testability.

The acquired knowledge regarding the impacts of the programming language features on the quality attributes was used to calculate the Impact Factors [13] that apply in the score calculation of the DSS. The framework does not enforce a programming language feature to present in a single quality attribute; programming language features can be part of many quality attributes. For example, object-oriented programming as a feature might connect to multiple quality attributes such as Functional completeness and Interoperability.

In this study’s knowledge extraction phase, we realized some inconsistencies regarding the programming language features’ impacts on the quality aspects. For example, one of the experts asserted that when a programming language supports object-oriented programming as one of its paradigms, the programming language’s operability and User error protection will be increased. However, the other asserted that object-oriented programming does not have any impact on these two quality aspects. Thus, we used the fuzzy Delphi technique to reach a consensus among experts regarding the impacts of the programming language features on the quality aspects.

---

⁸ The entire lists of the programming language features and their mapping with the considered programming languages are available and accessible on the Programming Language Selection website (https://dss-mcdm.com).

⁹ The final Boolean adjacency matrix is available on Mendeley Data [49]. It is made publicly available to enable other researchers to use it for their research purposes.
Table 2
Shows a subset of the Boolean Features ($\text{Feature}_B$), the programming languages ($\text{Languages}$), and the BFL mapping, where $\text{BFL} : \text{Feature}_B \times \text{Languages} \rightarrow \{0, 1\}$. Note, we reviewed 489 unique resources (including webpages, whitepapers, and scientific articles) to map the programming language features to the programming language. The entire list of the features and mappings is available on Mendeley Data [49].

<table>
<thead>
<tr>
<th>Boolean Features</th>
<th>Programming Languages</th>
<th>Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interactive System</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL, SQL</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Compiler Design</td>
<td>Commercial-Off-The-Staff (COTS)</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Data Base Systems</td>
<td>Distributed Systems</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Cloud Computing Applications</td>
<td>Mobile Applications</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Mobile Applications</td>
<td>Web-Based Systems</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Web Services</td>
<td>Service-Based Systems</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Plug-and-Play Environment</td>
<td>Real-Time Systems</td>
<td>0.9350%</td>
</tr>
<tr>
<td>Exchange Data And Information</td>
<td>Error Reporting Systems</td>
<td>0.9350%</td>
</tr>
</tbody>
</table>

Table 3
Shows the Non-Boolean Features ($\text{Feature}_N$), the programming languages ($\text{Languages}$), and the NFL mapping, where $\text{NFL} : \text{Features}_N \times \text{Languages} \rightarrow \{H, M, L\}$. Note, this table is mainly the result of the expert interviews and reviewing the sources of knowledge indicated in the source of knowledge column.

<table>
<thead>
<tr>
<th>Non Boolean Features</th>
<th>Programming Languages</th>
<th>Source of Knowledge</th>
</tr>
</thead>
<tbody>
<tr>
<td>Popularity in the market</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td>Domain Experts</td>
</tr>
<tr>
<td>TCIDC Index (January 2019)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>LinkedIn (Jobs)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>GitHub (Repositories)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Google Trends (year of the last 5 years)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Non Resistant</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td>Domain Experts</td>
</tr>
<tr>
<td>Application domains</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Modular paradigm</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Maturity level</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Boolean Features’ coverage</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Comprehensive documentation</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Google top</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>GitHub (Topics)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>GitHub (Wiki)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Active community</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>stackoverflow</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Github (Commits)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Github (Issues)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Github (Pulls)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Availability of developers</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Github (Users)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>LinkedIn (People)</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
<tr>
<td>Scalability</td>
<td>Java, C#, C++, C, Shell, Python, SQL, SQL</td>
<td></td>
</tr>
</tbody>
</table>
3.5. Supportability of the programming language features by the programming languages (RQ5)

A Programming language has a set of programming language features that can be either Boolean (FeatureB) or non-Boolean (FeatureN). A Boolean programming language feature is a feature that is supported by the programming language; for example, supporting the socket programming language feature. Additionally, a non-Boolean programming language feature assigns a non-Boolean value to a particular programming language; for example, the maturity level of a programming language can be high, medium, or low. Therefore, the programming language features in this study are a collection of Boolean and non-Boolean features, where Features = FeatureB ∪ FeatureN.

The mapping \( BFL : \text{Feature} \times \text{Languages} \rightarrow \{0,1\} \) defines the supportability of the Boolean programming language features by the programming languages. So that \( BFL(f, l) = 0 \) means that the programming language \( l \) does not support the programming language feature \( f \) and \( BFL(f, l) = 1 \) signifies that the language supports the feature. The mapping \( BFL \) is defined based on documentation of the programming languages and expert interviews. One of the principal challenges is the lack of standard terminology among programming languages. Sometimes different programming languages refer to the same concept by different names, or even worse, the same name might stand for different concepts in different programming languages. Discovering conflicts is essential to prevent semantic mismatches throughout the programming language selection process. Table 2 shows a subset of the Boolean Features that we have considered in the decision model.

We defined thirteen non-Boolean programming language features, such as Scalability and Popularity in the market, and developer availability. The assigned values to these non-Boolean programming language features for a specific programming language is a 3-point Likert scale (High, Medium, and Low), based on several predefined parameters. For instance, the popularity in the market of programming languages was defined based on the following four parameters: TIOBE Index [90], LinkedIn (Jobs), GitHub (Repositories), and the mean of the last five years of Google Trends. Table 3 shows a subset of the non-Boolean programming language features, their parameters, and sources of knowledge.

3.6. Programming language feature requirements

The DSS [14,15] receives the programming language feature requirements based on the MoSCoW prioritization technique [34]. Decision-makers should prioritize their feature requirements using a set of weights \( W_{\text{MoSCoW}} = \{W_{\text{Must}}, W_{\text{Should}}, W_{\text{Could}}, W_{\text{Won't}}\} \) according to the definition of the MoSCoW prioritization technique. programming language feature requirements with Must-Have or Won’t-Have priorities act as hard constraints and programming language feature requirements with Should-Have and Could-Have priorities act as soft constraints. The DSS excludes all infeasible programming languages which do not support programming language features with Must-Have and support programming language features with Won’t-Have priorities. Then, it assigns non-negative scores to feasible programming languages according to the number of programming language features with Should-Have and Could-Have priorities [13].

Decision-makers specify desirable values, from their perspectives, for non-Boolean programming language feature requirements. For example, a decision-maker could be interested in prioritizing programming languages with the Maturity level above average. Therefore, the Maturity level above average is considered as a Should-Have feature.

4. Empirical evidence: The case studies

Seven industry case studies at seven software development companies have been conducted to evaluate and signify the decision model’s usefulness and effectiveness to address the programming language selection problem. We selected the case study companies from seven
different application domains for increasing diversity in our evaluation, including control systems, content management systems (CMS), helpdesk systems, booking systems, financial systems, distributed ledgers, and search engines. Moreover, the selected case study companies were located in two different countries, namely Iran and the Netherlands.

The case study participants have identified a shortlist of ranked feasible programming languages (Table 5), as their potential solutions, for the backend of their projects through multiple internal expert meetings and investigation into programming languages before participating in this research. The experts at the case study companies specified their programming language feature requirements based on the MoSCoW prioritization technique (Table 4), so seven industry cases were defined and stored in the knowledge base of the DSS. Next, the Inference Engine of the DSS generated feasible solutions for each case. The rest of the section describes the case study companies’ ranked shortlists and analyzes the DSS outcomes.

4.1. Case study 1: Oceaneering

Oceaneering AGV Systems work on logistics and Automated Guided Vehicle (AGV) technology, widely used for transporting materials in industry and commerce. An AGV system is a portable robot that follows along marked long lines or wires on the floor or uses radio waves, vision cameras, magnets, or lasers for navigation. One of Oceaneering’s branches is located in the Netherlands and is mainly active in developing, implementing, and marketing AGV Systems. They specialize in providing mission-critical mobile robotics solutions for material handling applications involving mixed fleets deployed globally in the automotive and manufacturing sectors.

The Oceaneering experts designed a centralized control system that collects data from several field devices and transmits control instructions. The system is responsible for fleet and traffic management and various logistics functions, including order fulfillment. The system is customized to meet specific requirements related to defining vehicle traffic rules, presenting performance data, and optimizing battery consumption.

4.1.1. Requirements

The case study participants defined the following subset of requirements of the control system (for more detail, see Table 4):

- The system is expected to coordinate multiple AGVs to guarantee that no collisions occur while tasks are performed. The system must dispatch AGVs so that the quickest cycle time is achieved. Accordingly, Socket programming (R04) and support threading (R05) are two Must-Have features from their perspective.
- The system’s main architecture design is based on a centralized management system to coordinate AGVs from a single point. Thus, the potential programming languages must have support predefined Software Architecture Patterns (R22) and Design Patterns (R32). Moreover, supporting functional programming (R44), free implementations of the core libraries (R15), and a wide range of Package Managers (R23) facilitate the development phase of a centralized management system.
- A real-time or semi-real-time data processing unit is required for data streams, such as collection, classification, storage, and analysis of various event messages output from multiple sources including R20, R74, R94, and R75.
- A mobile app can be used for real-time handling of on-site tasks related to composition, opening, malfunction, and tests for home site response (R39, R60, R81, and R82).
- As maintainability (R31), reusability (R26), and scalability (R06) were part of the quality concerns of the experts, they were looking for highly popular (R07) and mature programming languages (R08).

4.1.2. Results

The case study participants at Oceaneering have considered four potential programming languages (including C++, C, Java, and Python) to implement the centralized control system based on 77 programming
language feature requirements (see Table 5). Although more than 60% of the feature requirements for this case study were Could-Have and Should-Have features (soft constraints), a significant portion of their features prioritized as Must-Have features (almost 39%). Accordingly, the DSS excluded 41 infeasible solutions and ranked the rest of the programming languages (including Java, C#, C++, Python, and PHP) based on the soft constraints.

The experts were looking for programming languages that can be used in Web Services and Web-Based Systems, so they prioritized these features as Should-Have. The DSS suggested Java and C# as two better alternative solutions for these application domains. The experts at Oceaneering were looking for programming languages that can be employed in Embedded Systems, so they considered C and C++ as two alternatives. As it was a Should-Have feature for them, the DSS did not exclude PHP as an infeasible solution but scored it lower than the other potential solutions (64%).

4.2. Case study 2: Author-it software corporation (ASC)

Author-it Software Corporation (ASC) is enterprise software for authoring, content management, publishing, and localization. ASC centralizes the content creation process, writing in components, and storing the pure content information in a database. Author-it supports the assembly and generation of this information into various documents to be published to an array of outputs. Author-it can be used for documenting Pharma & Biotech, Medtech, Technical Publications and Training & eLearning. One of the branches of ASC is located in the Netherlands.

The experts at this case study design and implement cloud-based component authoring solutions for collaborative content development and multi-channel publishing. The platform enables organizations to author, share, and reuse information across multiple forms of content for critical business needs. Author-it Honeycomb is the latest version of ASC's responsive HTML5 output for delivering eLearning, mobile learning, and assessments on desktops, tablets, and smartphones.

4.2.1. Requirements

The experts at ASC specified the following subset of requirements of their system (for more detail, see Table 4):

- The system architecture is designed based on the service-oriented and architecture (R43) and object-oriented design (R02), so psychological programming languages should support software architecture design patterns (R32) and predefined software architecture patterns (R22).
- The system is a Software-as-a-Service solution and enables content creation in a web browser (R61, R10, and R12).
- Author-it enables users to publish single-source content to other content formats, such as PDF, Word, and PPT (R86 and R87).
- Author-it supports translations with its Localization Manager (R67 and R70).
- The content manager has various editors, such as image and text editors (R65).
- The system supports permission management and version control (R93 and R24).
- Declarative programming (R52), Dynamic programming (R68), Imperative programming (R30), and Functional programming (R44) are essential programming paradigms for implementing the system.
- The case study participants were looking for languages that can be used to code, build, run, test, and debug software for cloud platforms, such as Amazon Web Services (R51).
- The system requires a highly integrated and consumerized user experience with consistency across all devices that can be provided by a web-based user interface (R12, R39, and R66).
- The popularity in the market (R07), Reusability (R26), Maturity level (R08), and Scalability (R06) are the main quality concerns of the experts at ASC when they want to select potential programming languages.

4.2.2. Results

The case study participants at ASC came up with C#, VB.Net, TypeScript, and JavaScript as four main programming language alternatives to building the content management system. The experts defined 65 programming language feature requirements and assigned Must-Have priority to almost 45% percent of them. The DSS results were similar to the case study participants and suggested Java and Python as two equal alternatives to C#.

The “popularity in the market”, “Reusability”, “Maturity level”, and “Scalability” of the suggested solutions had differed from each other, so the DSS scored them differently. The experts were looking for programming languages that were employed mainly in Cloud computing applications. Accordingly, the DSS ranked C#, Java, and Python higher than JavaScript, Visual Basic.net, and TypeScript.

4.3. Case study 3: Dooman ltd.

Dooman ltd. is an Iranian software development company implementing and maintaining a help desk system called Gamma. Gamma is a suite of tools that enables organizations to provide information and support customers with concerns, complaints, or inquiries about their products or services. Gamma unifies queries from various customer-facing support channels, such as live chat, email integration, web contact forms, phone, mobile, and social media.

The experts at this case study company designed and implemented the system based on the Multitier and Model–View–Controller (MVC) software architecture patterns. Additionally, the system is deployed and maintained on a private cloud. The experts are mainly interested in the Microsoft ecosystem, so currently, Gamma is developed based on Microsoft technologies, such as .NET Framework and SQL Server.

4.3.1. Requirements

The experts at this company indicated the following subset of requirements of their system (for more detail, see Table 4):

- It should be possible for a user to log an incident by sending an email which will generate a new incident reference and be added to the queue. This will ensure that all questions sent by email to the Help Desk inbox, no matter how small, will be logged and tracked, and no one will have to monitor the Service Desk inbox manually (R13, R39, and R49).
- Gamma converts all emails from customers to tickets and facilitates ticket management (R37).
- Gamma automates the ticket assignment process and guarantees all customer requests will be replied to within one business day (R20).
- The system needs a reporting system to track team performance, customer satisfaction, and identify potential bottlenecks (R65).
- Gamma must quickly generate ad hoc reports, reporting on any fields, including text strings (R24).
- The system should be able to differentiate between (1) a new incident and (2) an update to an existing incident (e.g., by auto-detecting the incident reference number in the subject line/body of the email). If the latter, it should be added as a note to the relevant incident (R48).
- It must be possible for end-users to submit suggestions via the portal, which can then be reviewed and added to the frequently asked questions’ list if appropriate (R12).
- The experts modeled their system based on object-oriented design, so Object-oriented programming is an essential paradigm for them (R02).
- Gamma needs to link an article in the knowledge base to an incident (e.g., to indicate that all actions in that article were attempted), possibly with a method to indicate with a single-click (e.g., tick/cross) which actions were successful/unsuccesful (R67 and R39).
4.3.2. Results

The case study participants selected C#, PHP, and Python as their potential solutions before participating in this research. Next, they identified 65 feature requirements based on the MoSCoW prioritization technique. More than half of those features have been prioritized as Must-Have features, so the DSS excluded 43 alternatives and suggested top-4 alternative solutions.

Table 5 shows that the DSS offered Java as an alternative that was scored equal to C# and Python. According to our research documenting analysis phase, we realized that PHP was not used as a tool to implement Commercial-Off-The-Shelf (COTS) components, and it cannot be used to develop MacOS-based applications. As both of these features prioritized as Could-Have, the DSS did not exclude PHP from the set of feasible solutions; however, PHP gained the lowest score among the other feasible solutions.

4.4. Case study 4: Saanaa DP

Saanaa DP is specialized in designing and building web-based systems for a variety of customers in Iran. The experts at Saanaa DP mainly determine their clients’ requirements and goals and then provide an estimate of the cost to create web applications. They are also active in hosting their websites and debugging any problems. They re-design websites for pre-existing clients, as well as new clients. One of their customers requested an online ticket reservation and hotel booking system, so they looked for the best fitting programming language to implement a web-based solution.

The backbone of the booking system architecture is designed based on the MVC and Client-Server software architecture patterns. Typically, the experts at Saanaa DP deploy their web applications on public cloud providers. The majority of their websites are currently developed based on Microsoft technology, so their initial choice for selecting a programming language ecosystem is C#.net.

4.4.1. Requirements

The experts at Saanaa DP defined the following subset of requirements for the booking system (for more detail, see Table 4):

- The booking system needs to have a user-friendly interface (R66 and R39).
- The system should show up-to-date availability and immediate price quotations, request any information on the booking form, handle cancellations, modifications, and set up automatic confirmations (R24 and R20).
- The system should be able to handle the creation and delivery of invoices to clients. Additionally, the system should accept deposits or full payments, whether optional or obligatory, processed securely by one of the partner payment gateways (R43 and R50).
- The system must send a booking confirmation email after successful payment (R13).
- The system must be accessible through a dedicated web client (i.e., with no client software installed on the PC, even behind the scenes) (R10).
- Gamma must be integrated with Change Management software (for generating Change Requests, etc.) (R04).
- In order to implement their web-based solution, the experts preferred to employ popular and mature enough programming languages (R07 and R08).
- The experts believed that such programming languages have consistent, comprehensive documentation, and typically their communities are more friendly and accessible (R21 and R45).
- The experts mentioned that simplicity in writing, reading, and reusing codes are vital factors (R40, R41, R42).
- The experts stated that object-oriented programming (OOP) and data-driven programming are mainly considered as programming paradigms at their company to model ticket reservation systems (R02 and R64).
- The potential programming languages for implementing the system have to support multithreading to simultaneously handle multiple tasks (R05).
- The system should support almost all popular web browsers, such as Internet Explorer, Safari, Chrome, and Firefox (R39, R19, and R29).
- The case study participants preferred to select programming languages that have been employed to implement web-based and transaction processing systems (R12 and R50).
- The potential programming languages must be mature enough and trendy in the market because they have comprehensive documentation and friendly communities (R07, R08, R21, and R45).

4.4.2. Results

As the software engineers of Saanaa DP depend heavily on Microsoft technology, they have selected C# as their primary choice for their customers. The case study participants defined 49 feature requirements and prioritized almost 70% of them as soft constraints (Should-Have and Could-Have features). Thus, the DSS had to suggest more feasible solutions; however, they assigned the Must-Have priority to several particular features, such as web-based systems and supporting predefined software architecture patterns supported by a limited list of programming languages (see Table 4).

The DSS offered C#, Python, and Java as three almost equal alternatives, besides Object Pascal and Go as two potential solutions with lower scores. During the data collection phase to build the decision model, we did not find any evidence that shows Go and Object Pascal can be employed in transaction-based systems (banking Systems).

4.5. Case study 5: FinanceComp

FinanceComp is an Iranian financial institution that provides personal loans, commercial loans, and mortgage loans; moreover, it allows financial transactions at its branches. Additionally, it provides an internet banking system to help customers view and operate their respective accounts through the internet.

The software architecture of the system is based on the Multitier and Client-Server architecture patterns. Security is one of the main quality concerns of the software engineers in the case study; accordingly, they employed multi-tenant databases to store financial transactions. Furthermore, the system is deployed and maintained on a private cloud.

4.5.1. Requirements

The experts at FinanceComp defined the following subset of requirements for the system (for more detail, see Table 4):

- Standard data classifications (definition and formats) should be established and used for recording financial events (R50).
- Internal controls over data entry, transaction processing, and reporting should be applied consistently (R20 and R50).
- The system must provide timely and useful financial reports to support managers (R13).
- The system should define, maintain and execute the posting and editing rules for processed transactions (R50 and R44).
- The system should provide and maintain online queries and reports on balances separately for the current and prior months (R50).
- The case study participants highlighted that Object-oriented programming and Event-driven programming are the essential programming paradigms that they have used to model the system to incorporate the advantages of modularity and reusability (R02 and R20).
- The system should generate an audit log that identifies all document additions, changes, approvals, and deletions by users (R18).
- The experts mentioned that the potential programming languages have to support socket programming, enabling them to exchange information between processes across the network (R04).
- The programming languages should facilitate their software architecture implementation and assist them with employing software architecture design patterns (R22 and R32).
- Maintainability, scalability, and security were part of their quality concerns, so that they preferred to hire highly mature programming languages (R08, R06, and R31).
- The developers’ availability, besides their current programming knowledge and experience, is a vital factor that has profoundly impacted their decision-making process (R35).

4.5.2. Results

The case study participants at FinanceComp stated that their system’s former implementation was based on Java, and now they want to consider C# as another alternative solution for implementing the system. They defined 30 programming language feature requirements and assigned Must-Have priority to 60% percent of them. Thus, they were looking for a limited set of programming languages with unique capabilities.

The complexity of programming languages was not an issue for them; however, they wanted to select a language that can hire enough senior developers to work with. Finally, the DSS concluded that C#, Java, Python, and PHP could be used as the most suitable alternatives to their case.

4.6. Case study 6: SecureSECO

SecureSECO is a research organization in the Netherlands. The researchers at SecureSECO work in close collaboration with Utrecht University and the Delft University of Technology. The goal of the research group is to secure and increase trust in the software ecosystem by using distributed ledger technology and empirical software engineering research.

The Software Heritage Graph (SHG) is a database that contains 8 billion source code files that have been collected from the worldwide software ecosystem. This archive is a treasure trove, but it is a big challenge to extract value from the SHG. The researchers at SecureSECO propose the SearchSECO, a hash-based index for code fragments that enables searching source code at the method level in the worldwide software ecosystem. They want to create a set of parsers that extract fragments (methods) from the code files and make them findable.

4.6.1. Requirements

The experts at SecureSECO defined the following subset of requirements for developing the SearchSECO (for more detail, see Table 4):

- An extensible data structure, a meta-model representing the relevant entities for SecureSECO, is needed (R55).
- The system needs a parsing and extraction architecture that enables the rapid extraction of code file methods, including the call graph in a project (R67).
- The system will initially use parsers for Java, C, JavaScript, and Python (R44).
- SearchSECO requires a project data extractor to collect data about the code fragments, such as author data and version data (R24).
- The system needs several repository spiders that collect source code and project data from different repositories (R43).
- SearchSECO has multiple generic extraction techniques to extract code from languages for which it does not have parsers available individually (R63).
- The system needs smart hashing techniques for hashing the abstract syntax tree of code clones and for hashing code fragment meta-data (R64).
- SearchSECO requires a search API that enables one to search through the SecureSECO ledger rapidly (R59).
- A job distribution architecture, Worker nodes that can perform the SecureSECO maintenance jobs, is required (R13 and R59).
- SearchSECO needs a data collection dashboard that shows the current state of the SearchSECO platform’s growth (R71 and R20).

4.6.2. Results

Recently, the SecureSECO organization experts designed the SearchSECO architecture, so it has not been implemented yet. The case study participants identified 59 programming language feature requirements and prioritized more than 70% of them as soft constraints (Could-Have and Should-Have) features based on their assumptions at the current stage of the software development life cycle. Accordingly, they have not limited themselves to a specific technology or third-party vendor. The SecureSECO experts indicated Python, Rust, Java, C#, and C++ as their top-5 potential programming languages.

We did not find any evidence showing that Rust supports a toolchain and a code coverage tool during this study’s data collection phase. Accordingly, the DSS excluded Rust from the ranked shortlist of solutions because the case study participants prioritized these two features as must-Have feature requirements. Based on the feature requirements, the DSS suggested to employ Java, C#, Python, PHP, C++, and JavaScript as potential solutions. As aforementioned, each software-intensive project can be implemented by employing a set of programming languages; for instance, the case study participants, after getting feedback from us, asserted that SearchSECO could be developed using a combination of Python and JavaScript programming languages.

4.7. Case study 7: ENVRI-FAIR

The Environmental Research Infrastructure (ENVRI) community is a community of Environmental Research Infrastructures, projects, networks, and other diverse stakeholders interested in environmental Research Infrastructure matters. The overarching goal of ENVRI-FAIR is for all participating Research Infrastructures to improve their FAIRness and prepare the connection of their data repositories and services to the European Open Science Cloud. With the development of FAIR implementations from the participating Research Infrastructures and integrated services among the environmental subdomains, these data and services will be brought together at a higher level (for the entire cluster), providing more efficient researchers’ services and policymakers.

One of the deliverable projects in ENVRI FAIR context is Open Semantic Search Engine (OSSE), which is a platform for building own Search Engine, Explorer for Discovery of extensive document collections based on Apache Solr or Elasticsearch open-source enterprise-search and Open Standards for Linked Data, Semantic Web, and Linked Open Data integration. In this case study, the experts were interested in various OSSE functionality, such as importing and indexing linked data from semantic knowledge graphs for full-text search and faceted search.

4.7.1. Requirements

The experts of the ENVRI-FAIR project defined the following subset of requirements for developing the OSSE (for more detail, see Table 4):

- As the most common type for knowledge storage, representation, reasoning, RDF’s support is the core requirement in the design and development of the knowledge base of the search engine. This requirement can include the following specific options, such as RDF import/export, RDF storage, owl import, and SPARQL support (R10, R24, R30, and R70).
– An interface for search and discovery of knowledge base content should be provided. This could be the conventional keyword-based search or faceted search. Rather than strict adherence to a single controlled vocabulary or keyword set, a semantic search function is further expected to permit search based on ‘similar’ or ‘related’ terms (R39 and R61).

– Due to the variance of source types in the ENVRI community, various methods should be supported for knowledge acquisition, like form-based manual RDF ingestion, Questionnaire-based RDF triple generation, existing RDF integration, structured and unstructured information transformation, etc. Specific measures should be considered to facilitate non-technical users adding knowledge in a straightforward way (R48, R59, and R87).

– A graph/network analysis view can provide a visualization of the direct and indirect relations, connections, and networks between named entities like persons, organizations, or main concepts which occur together in your content, data sources, and documents or are connected in your Linked Data Knowledge Graph (R65, R66, and R19).

– Considering the typical case where multiple users contribute to the knowledge base, provenance is of fundamental importance. This primarily refers to tracking individual additions, deletions, and updates and their administration, i.e., approval, rejection, reversion (R05 and R20).

4.7.2. Results
The case study participants stated that after analyzing the requirements of the OSSE, they investigated the potential open-source tools that can be used and customized to meet the requirements. After performing an extensive evaluation, they selected an open-source tool called open semantic search. The backend of the tool was implemented in PHP and Python. Accordingly, the first two solutions for the case study participants were these programming languages. However, they assumed that Java and C# could be employed in developing additional components of the OSSE.

More than 70% of the feature requirements were prioritized as soft constraint features so that the DSS could offer a broader list of alternative solutions. The DSS results showed that besides the case study participants’ solutions, JavaScript and Ruby could be considered as two more options. Scalability, popularity, and maturity of the programming languages were prioritized as three Must-Have features, so the DSS prioritized Java and C# higher than the offered solutions.

5. Analysis of the results
The validity metric is defined as the degree to which an artifact works correctly. There are two ways to measure validity: (1) the results of the DSS compared to the predefined case-study participant shortlist of potentially feasible programming languages, and (2) according to the domain experts’ opinion.

Concerning effectiveness, the case study participants asserted that the updated and validated version of the decision model is useful and valuable in finding the shortlist of feasible programming languages. Moreover, the DSS reduces the time and cost of the decision-making process. The case study participants expressed that the DSS enabled them to meet more detailed programming language feature requirements. Furthermore, they were surprised to find their primary concerns, as they support most of the programming language features that we have considered in this study (see Tables 2).

Scalability and maturity of the programming languages were two key quality concerns of the case study participants (see Table 4) so that they considered at least one of the top-5 programming languages as their potential solutions. Table 5 represents that the DSS can come up with more feasible programming languages than human experts.

Table 4 shows that supporting Debugger, Object-Oriented Programming, Testing tools, Socket programming, threading, Scalability, Open source compiler or Interpreter, General-Purpose PL, Web-Based Systems, Web Services, Free implementation of the core libraries, Event-driven programming, Software Architecture Patterns, Software Architecture Design Patterns, and Object-Relational Mapping (ORM) were programming language features that all of the case studies assigned priorities to them and defined them as their programming language feature requirements. All of the case study participants somehow declared that the Object-Oriented Programming paradigm leads to cheaper and faster development. They mainly preferred to employ a programming language, or a set of languages, that supports debugging, tracking, and testing tools.

It is not surprising that socket programming and threading were prioritized as two essential features, as all of the case studies were mainly involved with network programming and web-based applications. In other words, Client-Server was one of the software architecture patterns of the backbone of their systems.

Easy to reuse and read existing code and write new code have considered three programming language features in the decision model. These features were prioritized as Must-Have and Should-Have features at four case study companies so that the case study participants were looking for programming languages that facilitate the development process and increase the reusability and readability of their source code.

Besides the free implementation of their core libraries, open-source programming languages, as two programming language features, arouse almost all of the case study participants’ attention. We realized that the development teams’ budget at the case study companies was impactful on their decisions to select either licensed or open-source programming languages. In other words, the budget constraint can be led to selecting the cheapest feasible solution as the best fitting solution.

Table 5 shows that the case study participants who indicated the feature requirement with more confidence were advised a limited set of alternative solutions. Hence, the higher number of hard-constrained feature requirements (Must-Have) on unique programming language features leads to fewer alternative solutions. For instance, Saanaa DP and FinanceComp have prioritized their feature requirements according to their current main solutions (C# and Java), so they have assigned Must-Have priority to the particular features, such as Supporting Web Services, Windows platform, and Socket programming. In other words, their feature requirements were biased to the features that their shortlist of programming languages supported them. Thus, the DSS results did not surprise them.

The results show that flexibility on the feature requirements leads to a higher number of alternative solutions. For instance, the DSS suggested a broader list of alternative solutions to the case study participants at SecureSECO and ENVRI-FAIR as they did not emphasize particular feature requirements and defined more soft-constrained (Should-Have and Could-Have) features.

The decision-makers have a different perspective on their feature requirements in the different software development life cycle phases. Typically, they consider generic features in the early phases of the life cycle (just like the case study participants from SecureSECO and ENVRI-FAIR). In contrast, they are interested in more technical features as their development process matures (similar to the case study participants at Saanaa DP and FinanceComp).

6. Discussion
This section highlights the case study participants’ and experts’ viewpoints on the decision model. Moreover, it explains the lessons learned and our observations while researching to build and evaluate the decision model. Finally, this section discusses the limitations and threats to the validity of this study.
6.1. Case study participants

Almost all of the case study participants asserted that for evaluating a programming language from its usability point of view, they should be familiar with the language first, essentially when it is a cutting-edge programming language. It is a time-consuming process depending on the language's complexity, making it more challenging to evaluate. Thus, they require technical knowledge to comprehend the programming language and its features to create suitable test setups and compare them with other potential solutions. Typically, they need to focus on particular parts of the programming language — assessing the entire language at once is nearly impossible because it would take much time. Additionally, to evaluate the programming language, the case study company's experts need to answer the following question: which programming language features are the most important ones? Can a language's complexity be evaluated in a questionnaire or a usability test, or do we need test users evaluating the language over a more extended period? What are the right set of criteria to declare a language is usable? How can we assume a language is better than another one? What should be measured to find this out? Several measurements could be more practical, such as learnability, understandability, or consistency — What is most substantial? The case study participants confirmed that the decision model, including its programming language features and languages, can address such questions and reduces the decision-making process's time and cost.

One of the participants mentioned that in contrast to licensed programming languages, in which programmers are limited to use them for a few days only, open-source programming languages are available to evaluate before actual implementation. However, after selecting an open-source programming language as the primary language, sometimes multiple modifications are made in the source code of an open-source programming language by unknown developers. Eventually, this leaves programmers questioning the current version of the code they are using. In the case of licensed programming languages, the changes are made systematically by authorized developers of the source code, and they notify the version of the code. Accordingly, a development team should be able to organize the source code and increase its reusability.

One of the case participants stated that code reuse is the practice of using existing code for a new function or component. The existing code may be reused to perform the same function or to do a similar but slightly modified function providing for efficiencies, cost savings, and improved overall quality. In order to reuse code, that code should be high-quality, so it should be secure and reliable. Code reuse in practice means that developers have to build libraries that other projects requiring that same functionality can utilize. So the developers should identify the core competence of each module.

Biases, such as motivational and cognitive [52], arise because of shortcuts or heuristics that decision-makers use to solve problems and perform tasks. The Hawthorne effect [53], which is the tendency for decision-makers to change their behavior when observed, is a form of cognitive bias. The case study participants might have been more careful in the observational setting than in the real setting because they are being observed by scientists judging their selected programming language feature requirements and priorities. Moreover, the Bandwagon effect [54], which is the tendency to do or believe things because many other decision-makers do or believe the same, is another form of cognitive bias. The Bandwagon effect typically shows up in group decisions. To mitigate the Hawthorne and Bandwagon effects, individual and group interviews have been conducted.

6.2. Experts

One of the experts asserted that some programming languages are certainly better options for solving different problems, making the selection process more straightforward. For instance, if you are integrating heavily with Microsoft products, then you have to consider .NET on your list of potential alternatives. If you perform functions, such as scientific modeling, Python can be a better choice because of its well-defined math libraries and the ability to scale well with Hadoop. If enterprise-level security for a business-to-business application is critical, then Java can be the best fitting language. Thus, some factors, including the problem domain, business case, and the types of customers, are impactful in the evaluation process.

The experts expressed that programming languages' supported programming language features play a significant role in the programming language selection process. For instance, one of the experts expressed that we are a developer-centric company and need a comprehensive set of software development kits for various well-known programming languages, including Java, Python, Ruby, and PHP. Each programming language has different features, communities, support, and ecosystems to consider when making your choice.

Almost all of the experts mentioned that their companies continuously improve and reevaluate their technologies, including the used programming languages. They mainly consider a limited set of programming language features and languages in their selection process; thus, a decision model, such as the one in this study, can ease their evaluation process.

6.3. Lessons learned

General-purpose programming languages, such as C# and Java, are nearly at the same level of maturity and support almost the same feature set, so programming language selection is mainly concerned with the ecosystem, the community, and the availability of programmers. The ecosystem can be considered as libraries, tools, and frameworks that support programming languages. The community is typically the one who maintains the ecosystem. Even when backed by a company, the community is the main drive for improvements, often implementing them. The availability of programmers is self-explanatory. Some programming languages, such as Haskell, are appreciated in theory, but fewer programmers are available than Java.

When a software development company selects a popular programming language, it can count on sourcing numerous well-qualified developers who are available to work at the company. Such programming languages are surrounded by huge communities that provide developers with samples and solutions to solve critical tasks and problems much quicker.

Experience in using technology provides invaluable knowledge when selecting suitable technology. In other words, software engineers typically prefer to select the programming languages they have employed before and have some experience. The main factor is the cost of adding a new programming language. Hiring new developers, changing the infrastructure, and learning the best practices are costly for many companies. Therefore, the answer to the best programming language question usually is what the company was already using. There are many risks associated with this, as an organization could be stuck in a legacy technology for which there is no longer a demand [55]. It is thereby advisable for these companies to primarily use the DSS to avoid innovation stasis.

For small projects, selecting a programming language is much faster and more straightforward, as the brevity of the lines of code is essential. In other words, software engineers prefer to select a programming language requiring fewer code lines to develop the project in such projects. The intention is to get the solution out first, next to be worried about the performance. However, for large organizational projects, programming language selection is a different story. Various development teams will develop different modules and services expected to interact and interconnect with another to address a particular problem. In this case, the programming language selection might involve the high level of portability of the language to run on different platforms or the exchangeability of data and information.
6.4. The decision model

The case study participants confirm that the DSS provides programming languages to help software development companies in their initial decisions for selecting programming languages. In other words, the DSS recommended nearly the same programming languages as the case study participants suggested to their companies after extensive analysis and discussions. However, the DSS offers a shortlist of feasible programming languages; therefore, software development companies should perform further investigations, such as performance testing, to find the best fitting programming language for their software products.

The case study participants confirm that the updated and validated version of the DSS is useful and valuable in finding the shortlist of feasible solutions. Finally, it reduces the time and cost of the decision-making process. Our website is up and running to keep the decision support system's knowledge base up-to-date and valid. The supported programming language features are going to change due to technological advances. As such, the decision model must be updated regularly. We envision a community of users of the DSS who maintain and curate the system's knowledge and consider building such a community as future work.

Decision support systems can be employed to make decisions quicker and more efficiently; however, they suffer from adoption problems. A DSS promotes objectivity and dismisses subjectivity, which can have a drastic consequence on the decisions' reliability.

The DSS provides a discussion and negotiation platform to enable requirement engineers to make group decisions. It detects and highlights the conflicts in the assigned priorities to decision-makers' programming language feature requirements and asks them to resolve disagreements. Thus, the DSS supports requirements engineers in the requirement verification and validation activity by avoiding conflict between programming language feature requirements and generating feasible solutions according to the programming language feature requirements. Moreover, the DSS can be considered as a communication tool among the decision-makers to facilitate the requirements specification activity.

We have recorded the times it took to collect the data about the different programming languages with the goal of showing the efficiency gain for programming language selection projects. However, this data foregoes the inherent efficiency gain from doing the data collection work for multiple selection projects. The actual performance indicator for our project is not the number of programming languages in our system or the number of features but instead the number of projects done using the DSS. For this reason, we are anonymously tracking end-user behavior on the system. For instance, we observed that in a one and half year time window (from November 2019 to April 2020), after creating the decision mode, 524 users visited the decision model within the DSS and then downloaded the collected data, such as the lists of the programming languages, the features and their definitions, and the mappings. Additionally, 23 users as the decision-makers at different software development companies employed the decision model in their decision-making process to compare their shortlists of feasible solutions with the DSS suggestions.

It is essential to highlight that sometimes unpopular programming languages have unique features that the popular ones do not support. For instance, OptiML is an embedded domain-specific language for machine learning. OptiML enables software developers to run statistical inference algorithms expressible by the statistical query model to be easy to express and execute quickly. Alternatively, there are many command-line tools on UNIX-like operating systems (such as Linux, Mac, and BSD), each one accepting instructions in their format. This format can be considered a domain-specific language that allows defining the tasks to be executed. For example, SED executes the text transformations indicated using its domain-specific language. Consequently, we need a decision model for selecting such programming languages. We believe that the decision model can be extended in the future to consider such programming languages as its alternative solutions.

6.5. Limitations and threats to validity

The validity assessment is an essential part of any empirical study. Validity discussions typically involve Construct Validity, Internal Validity, External Validity, and Conclusion Validity. Construct validity refers to whether an accurate operational measure or test has been used for the concepts being studied. To mitigate the threats to the construct validity, we followed the MCDM theory and the six-step of a decision-making process to build the decision model for the programming language selection problem. Moreover, we employed document analysis and expert interviews to capture knowledge regarding programming languages as two different knowledge acquisition techniques. Additionally, the DSS and the decision model have been evaluated through seven real-world case studies at seven different real-world software development companies in the Netherlands and Iran.

A challenge for this study is that the qualities and features that we have identified with the support of twelve experts can vary wildly with the expert's perception. Some of the experts, for instance, indicated that most features could quickly be built using the language, although it is not necessarily included in the language's standard libraries. While we are convinced that the twelve experts have added a significant amount of extra knowledge to the model, one might argue we need a large number of experts per programming language to reach a consensus on each feature. We should also be aware of the strong opinions surrounding programming languages, making it somewhat more complicated to find consensus in the data. A potential solution to this validity threat is the introduction of the community, as mentioned earlier.

Internal validity attempts to verify claims about the cause–effect relationships within the context of a study. In other words, it determines whether the study is sound or not. To mitigate the threats to the decision model's internal validity, we define DSS success when it, in part, aligns with the case study participants' shortlist and when it provides new suggestions that are identified as being of interest to the case study participants. Emphasis on the case study participants' opinion as a measurement instrument is risky, as they may not have sufficient knowledge to make a valid judgment. We counter this risk by conducting more than one case study, assuming that the case study participants are handling their interest and applying the DSS to other problem domains, where we find similar results.

External validity concerns the domain to which the research findings can be generalized. External validity is sometimes used interchangeably with generalizability (feasibility of applying the results to other research settings). We evaluated the decision model in the context of Dutch enterprises. To mitigate threats to the research's external validity, we captured knowledge from different knowledge sources without any regional limitations to define the constructs and build the decision model. Accordingly, we hypothesize that the decision model can be generalized to all software development companies worldwide who face uncertainty in the programming language selection problem. Another question is whether the framework and the DSS can be applied to other problem domains as well. The problem domains were selected opportunistically and pragmatically, but we are convinced that there are still many decision problems to which the framework and the DSS can be applied. The categories of problems to which the framework...
and the DSS can be applied successfully can be summed up as follows: (1) the problem regards a technology decision in system design with long-lasting consequences, (2) there is copious scientific, industry, and informal knowledge publicly available to software engineers, and (3) the (team of) software engineer(s) is not knowledgeable in the field but very knowledgeable about the system requirements. We believe that the framework can be employed as a guideline to build decision models for MCDM problems in software production.

**Conclusion validity** verifies whether the methods of a study, such as the data collection method, can be reproduced, with similar results. We captured knowledge systematically from the sources of knowledge following the MCDM framework [13]. The accuracy of the extracted knowledge was guaranteed through the protocols that were developed to define the knowledge extraction strategy and format (See Appendix). A review protocol was proposed and applied by multiple research assistants, including bachelor and master students, to mitigate the research's conclusion validity threats. By following the framework and the protocols, we keep consistency in the knowledge extraction process and check whether the acquired knowledge addresses the research questions. Moreover, we crosschecked the captured knowledge to assess the results’ quality, and we had at least two assistants extracting data independently.

7. Related work

Decision analysis, which is the study of decision-making for problems with multiple objectives, has been developed and widely employed in solving complex decision-making problems. In literature, decision-making is typically defined as a process or a set of ordered activities concerning stages of problem identifying, data collection, defining alternatives, selecting a shortlist of alternatives as feasible solutions with the ranked preferences. Fitzgerald et al. [39] define decision-making as a process that consolidates critical assessment of evidence and a structured process that requires time and conscious effort. Kaufmann et al. [40] state that the decision-making process encourages decision-makers to establish relevant decision criteria, recognize a comprehensive collection of alternatives, and assess the alternatives accurately. Over the past few years, various methods and underlying theories have been introduced for solving decision-making problems in software production, such as programming language selection.

In this research, Snowballing was the primary method to investigate the existing literature regarding techniques that address the programming language selection problem. Table 6 summarizes a subset of selected studies that discuss the problem.

7.1. Benchmarking and statistical analysis

Some studies employed Benchmarking and Statistical Analysis to evaluate and compare a collection of programming languages against each other in literature. For instance, Meyerovich et al. [6] conducted survey research to identify the factors that lead to language adoption. They concluded that only a limited number of programming languages with niche user bases. Furthermore, essential programming language features have only secondary importance in adoption. Open-source libraries, existing code, and experience strongly influence developers when selecting a project’s programming language.

Holtz and Rasdorf [10] introduced and discussed various attributes of programming languages that can positively or negatively affect the computer-aided design and computer-aided engineering software. Four programming languages, Fortran, C, Pascal, and Modula-2, were compared using the attributes.

Batatlov et al. [9] introduced a methodology for quantifying the impact of programming language on software quality and developer productivity. They formulated four hypotheses that investigated whether using C++ leads to better software than using C. Then, they tested their hypotheses on large data sets to ensure statistically significant results.

Mannila and Raadt [67] suggested a set of criteria, including learnability, suitability, and availability, of programming languages. Next, they compared eleven programming languages (including Eiffel, Haskell, Java, JavaScript, Logo, Pascal, Python, and Scheme) according to the criteria. Finally, they assigned scores to the languages based on the number of criteria that they support.

Ray et al. [64] collected an extensive data set from GitHub to study the effect of programming language features such as static versus dynamic typing, strong versus weak typing on software quality. By triangulating findings from different methods and controlling for confounding effects such as team size, project size, and project history, they reported that programming language design does have a significant but modest effect on software quality.

Bissyande et al. [66] investigated a large number of open-source projects from GitHub to measure the popularity, interoperability and impact of various programming languages in terms of lines of code, development teams, issues, etc.

Ferrand and Galland [62] compared five agent-based programming languages according to a number of criteria, such as Code extensibility and Debugging tools.

Costanza et al. [60] performed performance testing to analyze and compare the performance of three programming languages (Go, Java, and C++). Based on their benchmark results, the authors selected Go as their implementation tool and recommended considering Go as a valid candidate for developing other bioinformatics applications.

Studies based on benchmarking and statistical analysis are typically time-consuming approaches and mainly applicable to a limited set of alternatives and criteria, as they require a thorough knowledge of programming languages and concepts. Decision-making based on such analysis can be challenging as decision-makers cannot assess all their requirements and preferences at the same time, especially when the number of requirements and alternatives is significantly high. Furthermore, benchmarking and statistical analysis are likely to become outdated soon and should be kept up to date continuously, which involves a high-cost process.

7.2. MCDM approaches

As aforementioned, selecting the best fitting programming language(s) for a software project is a decision-making process that evaluates several alternatives and criteria. The selected programming language(s) should address the concerns and priorities of the decision-makers.

Conversely to MCDM approaches, studies based on Benchmarking and Statistical Analysis principally offer generic results and comparisons and do not consider individual decision-maker needs and preferences.

The tools and techniques based on MCDM are mathematical decision models aggregating criteria, points of view, features. Support is a fundamental concept in MCDM, indicating decision models are not developed following a process where the decision maker’s role is passive [48]. Alternatively, an iterative process is applied to analyze decision-makers’ priorities and describe them as consistently as possible in a suitable decision model. This iterative and interactive modeling procedure forms the underlying principle of decision support tendency of MCDM, and it is one of the main distinguishing characteristics of MCDM as opposed to statistical and optimization decision-making approaches [70].

A variety of MCDM approaches have been introduced by researchers recently. A subset of selected MCDM methods is presented as follows: The Analytic Hierarchy Process (AHP) is a structured and well-known method for organizing and analyzing MCDM problems based on mathematics and psychology. Parker et al. [68] presented a set of criteria for selecting a programming language for use in an introductory programming course. Next, they applied the AHP to evaluate the
seven programming languages they considered potential alternatives. This MCDM approach considers a hierarchical structure of objectives, criteria, and alternatives to make complex decisions.

The Technique for Order Preference by Similarity to Ideal Solution (TOPSIS) is an MCDM approach that employs information entropy to assess alternatives.

Yildizbas et al. [61] employed the TOPSIS method to evaluate a set of programming languages based on seven criteria such as ease of use and ability of programming languages. This approach aims to come up with an ideal solution and a negative ideal solution and then identify a scenario that is nearest to the ideal solution and farthest from the negative ideal solution.

Fuzzy logic is an approach to computing based on degrees of truth rather than the usual Boolean logic. Cochran et al. [69] and Mishra et al. [59] employed fuzzy set theory and fuzzy operations to address the programming language selection problem using based on weighted scores. Sometimes combinations of fuzzy logic with other MCDM approaches, such as AHP, are employed to solve MCDM problems. For instance, Rouyendegh [65] introduced a FAHP-based approach to evaluate five object-oriented programming languages against eight decision criteria.

The Fuzzy Delphi Method (FDM) is a more advanced version of the Delphi Method in that it utilizes triangulation statistics to determine the distance between the levels of consensus within the expert panel. Yoon et al. [63] identified a set of key factors for educational programming language selection and then applied the Delphi method based on a 20-expert panel to evaluate six programming languages.

The majority of the MCDM techniques in literature define domain-specific quality attributes to evaluate the alternatives. Such studies are mainly appropriate for specific case studies. Furthermore, the results of MCDM approaches are valid for a specified period; therefore, the results of such studies, by programming language advances, will be outdated. Note that, in our proposal, this is also a challenge, and we propose a solution for keeping the knowledge base up to date in Section 6.

Additionally, the pairwise comparison is typically considered as the main method to assess the weight of criteria in MCDM techniques. For a problem with a number of criteria $n$, $n^2 - n$ number of comparisons are needed [71]. It means that the pairwise comparison is a time-consuming process and gets exponentially more complicated as the number of criteria increases [72]. A subset of MCDM approaches, such as TOPSIS and AHP, are not scalable [73,74], so in modifying the list of alternatives or criteria, the whole process of evaluation should be redone. Therefore, these methods are costly and applicable to only a small number of criteria and alternatives. In this study, we have considered 164 criteria and 47 alternatives to building a decision model for the programming language selection problem.

In contrast to the named approaches, the cost of creating, evaluating, and applying the proposed decision model is not penalized exponentially by the number of criteria and alternatives because it is an evolvable and expandable approach that splits down the decision-making process into four maintainable phases [18]. Moreover, we introduce several parameters to measure non-Boolean criteria values, e.g., the maturity level and popularity of programming languages. The proposed decision model addresses the main knowledge management issues, such as capturing, sharing, and maintaining knowledge. Moreover, it uses the ISO/IEC 25010 [50] as a standard set of quality attributes. This quality standard is a domain-independent software quality model and provides reference points by defining a top-down standard quality model for software systems.

8. Conclusion and future work

The development of software systems is well recognized as an engineering activity, hence the term software engineering. As with all engineering activities, supervisors and practitioners must have a firm understanding of the fundamental principles of their domain. The complexity of software engineering has increased dramatically in the past decade. With the continuing increase in the variety, functionality, and complexity of software engineering, more attention must be paid to programming language suitability to make rational decisions regarding language selection.

In this study, the programming language selection process is modeled as a multi-criteria decision-making problem that deals with evaluating a set of alternatives and considering a set of decision criteria [12]. We presented a decision model for the programming language selection problem based on the technology selection framework [13]. The novelty of the approach provides knowledge about programming languages to support uninformed decision-makers while contributing a sound decision model to knowledgeable decision-makers. Furthermore, it incorporates deeply embedded requirements engineering concepts (such as the ISO software quality standards and the MoSCoW prioritization
technique) and knowledge engineering theories to develop the decision model.

We conducted seven industry case studies to evaluate the decision model’s usefulness and effectiveness to address the decision problem. We find that while organizations are typically tied to particular ecosystems by extraneous factors, they can benefit significantly from using the DSS.

The case studies show that this article’s decision model also provides a foundation for future work on MCDM problems. We intend to build trustworthy decision models to address the Programming Language Framework and Decentralized Autonomous Organization Software as a Service Platform selection problem as our (near) future work.
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Appendix. Expert interview protocols

[Mapping between the programming language features and the quality attributes]

Step 1- A brief description of the project, the decision model, the DSS, and the main goal of the interview.

Step 2- Introductory questions:
- How long have you worked as a developer?
- Could you describe what your current position encompasses?
- How is your position related to software development?

Step 3- Decision-making questions:
- What are the essential features from your perspective for selecting the best fitting programming language?
- Which programming languages are typically considered as alternatives by software producing organizations?

Step 4- Evaluation of the sets of (programming language features) / (programming languages):
- What do you think about these (programming language features) / (programming languages)?
- Which (programming language features) / (programming languages) should be excluded from the list?
- Which programming language features/languages should be added to the list?

Step 5- Closing:
- What do you think about our work?
- May we contact you if we have any further questions?
- Can we use the name of your company in the scientific paper, or do you prefer an anonymous name?
- Can we use your name in the scientific paper, or do you prefer an anonymous name?
- Do you have any questions?
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